The one factor ANOVA

Testing population means Population 1 u? Population 2 p?

Two populations, one t-test.
» 5% chance type | error.
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Four populations, six t-tests. Population 1 u? Population 2 u?

» ~28% chance type | error.
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Multiple comparisons inflate

the overall probability of

type | error. We need a new
test with 5% overall probability
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of type | error.
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Population 3 p? Population 4 p?

How do we get SST, SSA, and SSW ?

SSA: calculate sum of squares of the ¥;
values (comparing to overall mean),
multiplying by the group sample size, n.

This measures the variation that is
associated with the differences in the
means of the groups. How much is the
data spread out because the means of

— the groups are spread out?
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How do we get SST, SSA, and SSW ?

SSW: calculate the sum of squares values
separately for each of the k groups using
the group means and sum them.

This measures how much of the variation
comes from variation within each of the
groups. How much noise is in the data?

Problem: Type | error high when doing multiple comparisons
Solution: ANalysis Of VAriance = ANOVA
Prerequisite = test for equality of population variances
Do the ANOVA
Conceptual hypotheses:  Hg: iy = pp = =+ iy,
H,: at least two dif fer
Formal hypotheses: Hy: MSA < MSW —
Ha: MSA > MSW
Calculate SST, SSA, SSW, MSA, MSW datasetA s dataselB
Calculate F=MSA/MSW
Create ANOVA table
Determine p value and "reject" or "fail to reject" H,
If H, rejected: 1. Perform Bonferroni corrected t-tests
2. Calculate MSD (i.e., HSD) and compare

dstaset & as datasetD

Testing population means

teale =
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Var(among groups)
Var(within groups)

The t-test: we compare
the difference to the
combined standard error.

The ANOVA: we compare
the variance of the means
to the total variance within
the groups (with an F-test).
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How do we get SST, SSA, and SSW ?

SST: calculate sum of squares for all data
values (comparing to overall mean).

Watch our intro to
summary statistics
video for more
about calculating
sums of squares

This measures the
overall variation.
How the data values
differ depending on
which groups they're
in, combined with the
noise within each group.
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The ANOVA Table

Data is usually
presented in an

ANOVA Table

Source df SS_  MS = = p
Amonggroups k—1 SSA MSA= Tl E= T ?
Within groups N~k SSW  MSW =% ﬁ

Total N-1

Indicates if any means
are significantly different

Option 2: Tukey-Cramer comparison intervals

Calculate the MSD (minimum significant difference ) AKA the HSD
(honestly significant difference) and create intervals around each

sample mean of 1/2 MSD. Non-overlapping intervals [ =~
indicate differing means. i
MSW
MSD = HSD = Qqraf=n-k X =

eg., fMSD=6 i

=8 — (5,11} 32

Tg=10—> {7,13} %

f.=15—> {12,18} i
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The ANOVA s ‘u’

Conceptual hypotheses: 2 2 2

Ho g = pp=pg ==
H,: at least two means differ

Var(among groups)
Var(within groups)

Formal hypotheses:
Ho: MSA < MSW
Ha: MSA > MSW

(Note: "mean sums" MSA and MSW, are variances)

Featc =

Result: 1+ means differ, which ones?

set

Degrees of freedom valie1 2 3 .. k

df for among groups: k —1 2
df for within groups: k(n—1) =N —k B
df for entire data set: N

SSA i
MSA = ——— Watch our intro
=1 @=0.05 to the F-test
video for more
MSW = ﬂ about this
N—-k
MSA -
Fealc = 3rsw t
The ANOVA is homoscedastic =~ +~——————
The ANOVA requires equal

variances to prevent one
unusually variable group

from overwhelming the SSW value.

Unequal variances can cause type |l errors (i.e., failure to detect
differences between population means).

A prerequisite is therefore a test for equal variances (e.g., F,., test).
» If the variances are equal, then we can do ANOVA.
» If the variances are not equal, then we can't and have two

options: transform data or use a different test (e.g., Kruskal-Wallis).

Option 1: Bonferroni corrected t-tests

Go back to data sets and do all pairwise t-tests, but with a smaller
« value (i.e., less than 0.05) as the threshold for significance. This is
the Bonferroni correction for the critical alpha value.

Usea' = w where n is the number of t-tests.

data setA <> datasetB

!

data set C <> data setD

Ex: Use a. = 0.05/6 = 0.00833
if doing 6 comparisons.

data setA <> datasetB

data set C

Ex: Use .= 0.05/3 =0.01666
if doing 3 comparisons.

Introduction

All data, Sum of Squares Total, SST
Among groups, Sum of Squares Among, SSA SST = SSA + SSW
Within groups, Sum of Squares within, SSW
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Sum of Squares Total, SST
Sum of Squares Among, SSA
Sum of Squares Within, SSW

SST = SSA + SSW M\ A(\(\
SSN Ssw
MSA = — MSW = ——
dfamong dfwilhl'n
F A Var(among groups) _ MsA
cale = yar(within groups) MSW

The ANOVA formal procedure

» Create null and alternative hypotheses:
Hoi gty = pp = = Ho: MSA < MSW
Hp: at least two differ ~ Hp: MSA > MSW

» Calculate SST, SSA, SSW, MSA, MSW,
» Calculate F,

cale =

Msw
» Compare F, to various F values (e.g., «=0.05)

» Determine p value, the probability of seeing F,,. that large.

» Decide to "reject H," or "fail to reject H," based on the p value.
Hoipy = ptp = -y if p20.05.  Hplat least two differ if p < 0.05.

The ANOVA is the first step

If H, is accepted (i.e., p 2 0.05 ):

None of the means are significantly different from any of the others.
We are done (unless we want to do a power analysis to estimate
maximum undetected differences).

If Hy is rejected (i.e., p < 0.05 ):

One or more of the means are significantly different from one or
more of the others. The ANOVA doesn't tell us which ones differ, just
than one or more do.

There are two options to determine which means differ.
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